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Comparison of Different Computation Methods for Strapdown
Inertial Navigation Systems

Mohamed S. Ahmed, MSc (Eng)l)
Danilo V. Cuk, PhD (Eng)l)

A series of numerical experiments were conducted to test three different methods for solving the SDINS navigation
equations: Runge-Kutta method, Runge-Kutta method with sampling process and three speed navigation algorithms.
A stochastic numerical simulator, which solves the navigation equations in navigation frame by using the given func-
tions of Euler’s angles and velocity components as inputs, is proposed to simulate the IMU sensors output. The gen-
erated angular body rates and specific force were inputs to the three integration methods. For the case when the sen-
sors outputs are contaminated by white noise the obtained results shows that the ratio of the absolute error by naviga-
tion algorithm to the absolute error obtained by Runge-Kutta sampling method is reduced compared to the same

quantity without the noise.
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Nomenclature
Convention
cp —direction cosine matrix which transforms
vector from 4, to A, frame
b4 —vector b with components in 4, frame
w: —angular rate of 4, frame relative to 4, frame

A Ay
expressed with components in 4, frame

Axis systems (reference frames), angles and transformation
operators

1 —inertial reference frame

— Earth-fixed reference frame

—navigation reference frame

b —body reference frame

— inertial axis system

S 0

Ox y; z
Ox,y,z, —Earth-fixed axis system

O, x, y, z, —nhavigation axis system

Ox, y, z, —body axis system
h —altitude

¢ — latitude

A —longitude

@ —roll angle

0 —pitch angle

' —yaw angle

. —direction cosine matrix transforming quanti-
ties from b frame to n frame

b Faculty of Mechanical Engineering, Kraljice Marije 16, 11120 Belgrade

ct —direction  cosine matrix  transforming
quantities from n frame to b frame where
C,=(C))’

Earth quantities

g —nominal gravitational acceleration (¢ = 45°)

R, —mean radius of Earth, R,=6356766m

w,, —Earth rate with respect to i frame,
o, =7.292116x107° rad/s

g —local gravity column matrix

Dynamic quantities

t,T —time, sampling time

v, —kinematic velocity (velocity of the vehicle
relative to the Earth)

Vy,V:,V, —the north, east and down components of
kinematic velocity in n frame

A —kinematic velocity expressed in n frame
w’, —angular rate of b frame relative to n frame
expressed in b frame
w” —angular rate of n frame relative to e frame
en expressed in n frame
wf.’b —angular rate of b frame relative to i frame

expressed in b frame

fosf,»f. —components of body specific force expressed
in b frame

f —specific force in b frame

f —specific force expressed in n frame



M.S.AHMED, D.CUK: COMPARISON OF DIFFERENT COMPUTATION METHODS FOR STRAPDOWN INERTIAL NAVIGATION SYSTEMS 23

Definition of important matrices

(W*x) —skew symmetric matrix with components

of win A frame
0 -0, o,
(wA X):‘)(Q)A) - sz 0 _w)u
-0, O, 0

Subscripts

[, mandn —indexes for high speed computer cycle (/-
cycle), moderate speed computer cycle
(m-cycle) and low speed computer cycle
(n-cycle) respectively

N, Eand D —North, East and Down components (n
frame components)

Abbreviations

IMU — inertial measurement unit

INS — inertial navigation system

SDINS — strapdown inertial navigation system

DCM — direction cosine matrix

RK — Runge-Kutta method

RKS —Runge-Kutta method with sampling
process

NA —navigation algorithm

Introduction

The original applications of inertial navigation technol-
ogy used stable platform techniques. In such navigation
technology the inertial sensors are mounted on stabilized
platform and are mechanically isolated from the rotational
motion of the vehicle. Platform systems are still in common
use particularly for those applications requiring very accu-
rate estimates of navigation data such as ships and subma-
rine. This type of inertial navigation system is referred to as
Space Stabilized Inertial Navigation System (SSINS). Most
of the mechanical complexity of the platform systems has
been removed by having the sensors attached rigidly or
strapped down to the body of the host vehicle. This type of
inertial navigation system is referred to as StrapDown Iner-
tial Navigation System (SDINS).

The basic strapdown inertial navigation concept was
originally formulated in the 1950s. The main benefits of
this type are lower cost, size reduction and greater reliabil-
ity compared with equivalent platform systems. As a result
a small, light weight and accurate inertial navigation sys-
tems can now be fitted to a small vehicle. The major draw-
backs are a substantial increase in computing complexity
and the need to use sensors capable of measuring much
higher rates of turn. However, recent advance in computer
technology combined with the development of suitable sen-
sors have allowed such a design to become reality.

The general structure of the inertial navigation system is
shown in Fig.1 along with other computational procedures
implemented onto on board computer of a flying vehicle.

Fig.1 shows that the measured vehicle angular rates W,

and specific forces f’taken by the gyroscopes and acceler-
ometers respectively are passed through filtering algorithms
to provide the estimated values of these measurements
which might be corrupted by noise.

The filtered angular rate measurements obtained from
filtering algorithms are input to both the attitude algorithms
and the integrated control and guidance law. The attitude
algorithms compute the transformation matrix (Direction
Cosine Matrix or Quaternion) that will transform the meas-

ured specific forces (non-gravitational acceleration) into the
desired navigation frame.

The velocity and position are computed by the trans-
formed specific forces measurements using the computed
transformation matrix obtained from attitude algorithms.
These computed values of velocity and position are also in-
put to the control and guidance law. The proper commands
are sent to the vehicle in order to correct its course accord-
ing to the comparison of the computed values of the veloc-
ity position provided by the INS system and the nominal
course. The vehicle response to the control commands is
sensed by the INS sensors (gyroscopes and accelerometers),
the measured values are passed again through the filter al-
gorithms and new cycle of computations starts.

The problem of computing the translational velocity and
position relative to the Earth, which has to be solved in INS
computer, was addressed by Itzhack in 1977 [1]. Various
computational schemes were considered and the split-
coordinate computational scheme was selected in which the
differential equations are solved in three different computa-
tional rates. A computer simulation was carried out on a
coning motion example (the same example adopted in this
paper). The integration routine utilized a fixed Runge-Kutta
procedure with a time step of 0.001s. The obtained results
showed a good accuracy.
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Figure 1. Strapdown inertial navigation system

Dorobantu in 1999 [2] presented some labor simulation
results for a low cost SDINS system with zero Earth rota-
tion and constant gravity, due to poor INS sensors and
small area of trajectory, using the graphical programming
language Simulink. The principles of the implementation of
SDINS algorithm and the influence of integration time step
and method were tested. The attitude was updated by solv-
ing Euler’s angles differential equation and then a DCM
was constructed using these angles. The sampling fre-
quency up to 50Hz and the 4™ order Runge-Kutta integra-
tion method were recommended.

Savage in 1998 [3], [4] developed three — speed naviga-
tion algorithms (NA) for the computation of attitude pa-
rameters, velocity and position.

Waldmann in 2002 [5] presented a novel derivation of a
discrete-time version of the relative quaternion differential
equation. The proposed quaternion algorithms were simu-
lated assuming perfect sensors and showed robustness to
different trajectories. The performance degraded after rais-
ing the cone angle.
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Apart from, references [3] and [4] probably there are no
other published materials dealing with the design of SDINS
complete navigation algorithms, though these are without
numerical analysis in the presence of random inputs. The
general flow chart and computer program for the proposed
three speed algorithms were given in [6].

The aim of this paper is to test the accuracy and per-
formances of this numerical algorithms (NA) and compare
it with other methods of solving navigation equations (Ap-
pendix A) such as the classical fourth order Runge-Kutta
method (RK) and the Runge-Kutta method with sampling
process (RKS). The numerical analysis will be given for
different types of motion without noise and in the presence
of the white noise.

Generation of specific force and angular rate
The integrated specific force and angular rate are used as
inputs to the navigation algorithms. The numerical simula-
tor used for generating these input data was developed by
solving the navigation equation expressed in n frame given
in [7] (Titterton, page 51). This equation can be rewritten
for the specific force expressed n frame as

' =V +[Qw})+2Qw}) V! -gf (1)

where the kinematic velocity is

Vy
V: =V (2)
Vb

To solve Eq.(1) the velocity components and Euler’s an-
gles of a vehicle should be available as functions of time
and their first derivatives should be computed. The velocity
components and Euler’s angles and their derivatives are
used as input for the simulator. Also, the angular rate vec-

tors (wZ,, and w,.”e) and the gravity vector g; should be
computed:

A c0§¢
w,=| - (3)
—Asing

@,, COSP
Wi = 0 4)
—w,, Sing

Substituting Eqs.(3) and (4) into Eq.(1) the specific force
vector can be obtained. The position in terms of latitude,
longitude and altitude can be calculated as a function of the
velocity vector components from [7] (Titterton, page 53):

h=—V,

- 1
= (R0+h)cos¢VE )

P 1
¢ - ( R() + h ) I/N
The specific force vector expressed in n frame com-
puted by Eq.(1) should be transformed to » frame using the
direction cosine transformation matrix in terms of Euler’s
angles given in [7] (page 49). This transformation is written as

f’ =C’f" (6)

Mathematically the absolute angular velocity is deter-
mined by summing the angular velocity of the b frame

relative to n frame w,, and the angular velocity of n

frame relative to i framew,, :
wib =win + wnb (7)

The body angular velocity relative to the n frame w,,

(relative angular velocity) with components in » frame is
given by

— gnvb b b
wr - wnb = wib - cn w;’ﬂ (8)

wj, = Wwj, +w;, (€))

where
w?, —is the angular velocity column vector of b frame
relative to i frame expressed in b frame;
w —Iis the angular velocity column vector of n frame re-
lative to i frame expressed in n frame and it is given
in by (9), (3) and (4);
w?, —is the angular velocity column vector of b frame
relative to n frame expressed in b frame;
C’ —1is the transformation matrix related b frame relative
" to n frame and it is given in [7] (page 49).
The relative angular velocity of the » frame to the n
frame is related to the angular rates of Euler’s angles as fol-
lows [7]:

o, d—¥sind
w=lo | = Hcos D+ ¥ cosh sind (10)
@, ¥ cosd cos® — O sind

The angular velocity column vector w!, (measured an-
gular rates) can be found form (8).
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Figure 2. Flow chart of the numerical simulator

(1), A(r) and A(t)
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The flow chart of the generator (simulator) of the spe-
cific force and the angular velocity is shown in Fig.2. The
numerical simulator for the generation of the angular veloc-
ity and specific force is included into the computer program
[6] for the computation of the kinematic parameters accord-
ing to the chosen method of integration navigation equa-
tions. Depending on the applied numerical method (RK,
RKS, NA), it is possible to generate instantaneous values of
the specific force and the angular velocity of the vehicle or
their integrated increments at the desired time during high
frequency cycle.

Simulation examples

In order to evaluate the performance of the proposed
navigation digital algorithms a computer code was written
using the developed algorithms shown in [3], [4] and [6]. A
series of numerical experiments were conducted for two
examples.

Ballistic trajectory (Example 1)
This example represents a simple motion where the ob-
ject has a pure ballistic trajectory without any disturbances

and with the gravitational acceleration which is equal to
2=9.81 m/s”.

Velocity components

The velocity components in North, East and Down
directions are given by the following expression

Vi Vocost,
V=V, |= 0 (11)
Vo | | —(Vising, — gt)

The first derivative of the velocity is

) 0

V=7 |=|0 (12)
g

The calculated numerical value of the initial velocity for
~150 km is 1200 m/s. The initial latitude, longitude and al-
titude are: ¢, = 0.5 radian, 4, =0 and 4, =0 m.

Euler’s angles

The values of the yaw and roll angles and their deriva-
tives are set to equal zero

7=r=0 (13)

P=0=0

The pitch angle expression and its derivative can be
obtained from (11).

V,sinb, — gt

tand =
and V,cosb,

(14)
The numerical value for the launch angle 6, =45° was

selected to have maximum down range.
The derivative of the pitch angle is obtained as

& 2
0= Vicost, cos 6 (15)

In the case of a pure ballistic trajectory gravitational ac-

celeration is constant (for ¢ =45°, g = 9.81 m/s”) and the

specific force equal zero. The angular rate is produced only
in pitch plane due to the gravity. It is important to remark
that for solving navigation equations the gravitational ac-
celeration is variable and it depends on the altitude. Also
there is the effect of Coriolis acceleration due to Earth rota-
tion. So, in order to produce a pure ballistic trajectory in the
navigation frame under these conditions it is necessary to
generate specific force and angular rate to compensate vari-
able gravitational and the Coriolis acceleration. The body
angular rates components for this example are shown in
Fig.3. The specific force profiles are shown in Fig.4.

10
[radls]

i
“1(5

TIME (3]

Figure 3. Body angular body rates profiles for Example 1

Conning motion (Example 2)

This example demonstrates the effect of the vehicle
coning motion of low amplitude. The dynamics of the vehi-
cle were described by a velocity whose components were

Vy 300 +100¢
V=V, |=| 300+100¢ (16)
v, | | =(300+1007)

and by three Euler’s angles which described the rotation of
the vehicle with respect to n frame.
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Figure 4. Specific force profiles for Example 1
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Numerical analysis

The navigation equations (Appendix A) were solved by
three methods. The first one is solving these equations us-
ing the classical fourth order Runge-Kutta integration
method (RK) and continuous form solution for the specific
force and angular velocity generated by numerical simula-
tor. This method with integration time step of 0.001s was
used for two purposes. The first is to check the accuracy of
the generated specific forces and body angular rates ob-
tained by simulator. This can be done by comparing the
output results of velocity components and Euler’s angles
obtained by this method with input values of these parame-
ters for the numerical simulator. The second purpose is to
obtain values of the velocity components and Euler angles
with maximum accuracy.

The second numerical method is solving navigation
equations using Runge-Kutta method with sampling proc-
ess (RKS) where the specific force and angular rate are
constant during the interval of sampling, 7;-0.001.

Finally, these equations were solved by the navigation
algorithms (NA), presented in [3], [4] and [6]. ]. The sam-
pling rate chosen for these experiments is 1KHz, viz. the

data with high speed algorithm (/-cycle) are sampled at a
period of 7;= 0.001s. The attitude and velocity updating are
performed at moderate speed algorithm (m-cycle) slower
than the /-cycle by 10 times (100Hz with updating period of
T,,= 0.01 s). The position is updated at slower rate than the
moderate cycle by 5 times that means the position algo-
rithms (n-cycle) has an updating rate of 20Hz with updating
period of 7,, = 0.05s.

The generated specific forces and angular body rates
were also corrupted by a white noise in order to test the per-
formances of the numerical methods in noisy environment.
The standard deviations of the white noise for the body an-
gular rates and specific force were chosen for these experi-

ments as: for body angular rates o, = 1°/hr and for specific

forces o s = lmg.

The results of the maximum absolute errors of some ki-
nematic parameters obtained by different numerical meth-
ods are shown in Table 1.

The high accuracy of the computation of kinematic pa-
rameters was achieved for both ballistic trajectory (example
1) and conning motion (example 2) by Runge-Kutta method
with continuous form solution for the specific force and an-
gular velocity. The sampling process in the Runge-Kutta
method increases maximum absolute errors of order be-
tween 10" and 107 to the errors of order between 107 to
10 (Table 1).

The results of the three speed navigation algorithms
(NA) are good from the practical point of view, especially
for the trajectory which is near to the pure ballistic type.
The coning effect is better computed by using RK-sampling
method. The ratio of the error in computed angle is of the
order of 10° between NA and RKS method when there is no
noise. The corruption of the input data with noise increases
the error dramatically compared to the error obtained using
the same method in free noise environment. For example,

the absolute error \A S”\ in the presence of the white noise is
increased ~25 times comparing with the case of no noise
added for the example with coning motion (example 2) by
using NA method. The absolute error [AV,| obtained in the
presence of the white noise at the end of simulation time (¢
= 200s) is less than 0.172% of the exact value (20300 m/s)
for RK-sampling method, and 0.344% of the exact value for

the NA method. The error obtained by NA in the presence
of noise is 2 times the error of RK-sampling method.

Table 1. Maximum absolute errors in computed values of some kinematic
parameters

No noise With noise
example jparameter; RK
RKS NA RKS NA
8] 45x10" | 2.6x10™"° | 2x10® | 1.5x10™ | 5x10™
| (degree)
AV 3x10"° | 6x10” | 2x10° | 5.3x107 | 3x10°
(m/s)
i 2x107 9x10® [7.1x107%| 0.88 1.75
) (degree)
[AVz| 2.2x10-7 | 1.75x10-6 | 0.91 35 70
(m/s)

It can be said that the NA and RK-sampling methods
give the errors of the same order when the noise is intro-
duced. The ratio of the absolute error in V' obtained by the
RK-sampling method to the error obtained by NA method
for this particular simulation is ~1.8 (Table 1).The error of
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the elevation angle obtained by NA is about 3-times greater
than the error produced by Runge-Kutta — sampling
method.

Conclusions

A series of numerical experiments were conducted to test
three different methods for solving the SDINS navigation
equations. These methods are: Runge-Kutta method with
continuous form solution for the specific force and angular
velocity, Runge-Kutta method with sampling process and
the navigation algorithms, given in [3], [4] and [6]. Two
different examples representing different types of motion
were used to test these methods: the pure ballistic trajectory
and the conning motion.

The measured quantities (angular body rates and specific
force) were generated by the proposed numerical simulator
which solves the navigation equations in navigation frame
by using the given function of time of Euler’s angles and
velocity components as inputs.

The free white noise experiments showed that the RK
method with 1 KHz computation frequency is very accurate
but time consuming (for ballistic trajectory the error in an-
gles is of 10" degree order and the error in the velocity
components is of 107" m/s order).

In order to study the effect of the white noise and to
compare the proposed navigation algorithm with the RK-
sampling method the white noise was added to the simu-
lated measured quantities and then the navigation equations
were solved by both methods.

The results with white noise showed that the ratio
between the absolute error by NA and the absolute error ob-
tained by RK-sampling method is reduced compared to the
same quantity without noise. This means that the proposed
NA is effective for real time applications. The advantage of
the RK-sampling method over the proposed NA in terms of
the accuracy of solving navigation equations is dramatically
reduced for the real environment application.

Appendix A: Navigation Equations

In order to write navigation equations the following
frames were used: inertial (7), Earth fixed (e) and navigation
(n), Fig.A.1.

Figure A.1. Inertial, Earth fixed and navigation reference frames

The navigation frame mechanization was chosen. For
this type of mechanization the two frames of interest are the
navigation frame (n) and the body frame (). The rate of
change of direction cosine matrix is

21 =C; Q(w’,) - Q(w!,)C; (A.1)

where

w?, —the angular rate of b frame (body angular rate) rela-
tive to i frame expressed in b frame, this quantity in
fact measured by gyroscopes.

w —the angular rate of n frame relative to 7/ frame ex-
pressed in n frame.

The general updating algorithm for direction cosine ma-
trix C, was constructed by using direction cosine matrix
product chain rule [3], [4]:

ni(n-1 ni(n-1 bi(m-1
cbi§m)) = Cbiém-l)) CbiEm) ) (A2)

ni(n) _ sni(n)
Chi(m) - cm'(n-l)

Cliim (A3)

where

CZ?E;R) —DCM relating the b frame at time ¢,_, to the n
frame at time¢,_; .

chf;)) —DCM relating the b frame at time ¢, to the n
frame at time ¢, .

clim-n —DCM that accounts for b frame rotation relative
‘) {0 inertial frame from its orientation at the time
t,_, to its orientation at time ¢, .

#i(n) —DCM that accounts for n frame rotation relative
") to inertial frame from its orientation at the time

t,_, to its orientation at time 7, .
—discrete orientation of the b frame in the non-
rotating i frame at computer update time ¢, .
m —computer cycle index for b frame angular motion
updatesto Cj .

by

—discrete orientation of the n frame in the non-
rotating i frame at computer update time z, .
n — computer cycle index for # frame angular motion
updates to C; .
The orientations of both 5 frame and n frame relative to

each other and to the non-rotating i frame is illustrated in
Fig.A.2.

Ri(n)

Cm(n)

bi(m)
tm /
tm»l

ni(n-1)

(n)
chitmn ‘Cm :

& bi(m)

/

cm(n-l)

bi(m)
\ i

ni(n-1)
bi(m-1)

Figure A.2. Relation between 7, b and n frames orientations

The equations (A.2) and (A.3) describe an algorithm that
relates b frame and n frame orientations at separate times and
provides, for both frames, inertial angular motion updates to

» at different update rates. This angular motion updates

i) and  C7) terms in Egs. (A.2)

and (A.3) for which algorithms are derived separately.

are performed by
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The velocity derivative expressed in navigation frame is
given by

V! =Cif*- [Q(w5,)+2QWL)IVF +gf  (A4)

The rate of n frame relative to e frame expressed in n
frame is given y w, . The Earth rate relative to the i frame
is .

The position is given in form of the altitude # above the

Earth’s surface and the C;, direction cosine matrix defining

angular orientation between the navigation frame, n frame,
and the Earth fixed frame, e frame, from which the latitude
and longitude can be extracted.

The algorithm was developed: by using the trapezoidal
integration of the velocity. The form can be represented by
the continuous differential equation forms as follows:

h=uLp; (A.5)
ur, =[0 0 -1]' (A.6)
C: =C:(wh,x) =C: Q(w?,) (A7)

(1

[2]

(3]

(4]

[3]

(6]

(7]
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Uporedna analiza razliCitih numerickih metoda besplatformnih

inercijalnih navigacionih sistema

Izvrien je niz numeritkih eksperimenata radi provere razlifitih metoda refavanja navigacionih jednatina besplat-
formnih inercijalnih navigacionih sistema: Runge-Kutta metoda sa diskretizacijom mernih signala i navigacioni algo-
ritam sa tri brzine ratunanja kinemati¢kih veli¢ina. Prezentiran je stohastitki simulator koji generi$e izlazne veli¢ine
senzora inercijalne merne jedinice primenom zadatih funkcija od vremena za Ojlerove uglove i komponente brzine.
Generisane ugaone brzine i specifi®ne sile koriS¢ene su kao ulazne veli¢ine za sve tri metode integracije navigacionih
jednadina. Pokazano je da je odnos apsolutnih greSaka kinematitkih veli¢ina dobijenih navigacionim algoritmom i
Runge-Kutta metodom sa diskretizacijom mernih signala smanjen kod sistema sa belim Sumom u poredenju sa istom
veli¢inom idealnog sistema (bez Suma).

Kljucne reci: mehanika leta, navigacija, navigacioni sistem, inercijalno navodenje, numeritke metode, metoda Runge-
Kutta.

Analyse comparée des différentes méthodes numériques des
systémes de navigation inertiels sans plate - formes

Cet article résume une série d‘essais numériques effectués dans le but de vérifier les différentes méthodes de solutions
des équations de navigation chez les syst¢tmes de navigation inertiels sans plate - formes. La méthode Runge-Kutta
avec discrétisation des signaux de mesure et I’algorithme de navigation a trois vitesses de calcul des valeurs cinémati-
ques. Un simulateur stochastique qui produit les valeurs sortantes des sen sors de ’unité de mesure initiale par
I’application des fonctions données du temps pour les angles d’Ojler et les composantes de vitesse est également pré-
senté. Les vitesses d’angle produites et les forces spécifiques sont utilisées comme les valeurs d’entrée pour toutes les
trois méthodes d’intégration des équations de navigation. On a démontré que le rapport des erreurs absolues des va-
leurs cinématiques, obtenues au moyen d’algorithme de navigation et la méthode Runge-Kutta avec la discrétisation
des signaux mesurés, est diminué chez les systémes avec le bruit blanc en comparaison avec la méme valeur du sys-
téme idéal ( sans bruit).

Mots clés: mécanique de vol, navigation; systéme de navigation, guidage inertiel, méthodes numériques, méthode
Runge-Kutta.
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CpaBHI/ITeJILHLIfl aHaJIN3 PA3JIAYHbIX YUCIICHHBIX METOIOB
663HJIOIH&HHLIX MHEPIHAIBbHbIX HABUT'AIIMOHHbBIX CUCTEM

37ech BHINOMHEH DA YUCICHHBIX 9KCIEPAMEHTOB Paiy OIPOBEPKHE Pa3IMIHBIX METONOB PEIlEHNS HABATalMOHHBIX
ypaBHEHHH Ge3IUIOIMaHBIX HHEPIMAIBHBIX HABUTAIMOHHBIX cAcTeM: MeTOR Pyrre-KyTTa cO BRBIOOPOM AHCKPETHBIX
JAHHBIX H3MEPSEMBIX CHTHAJIOB M HABHTAIMOHHBLIA aJITOPUTM CO TPH CKOPOCTH BHIYHCICHHS KMHEMATHISCKUX
BeaMymMH. 3Jech MOKa3aHO CTOXaCTHYECKOE MOJEIHMPYIOUIEE YCTPOMCTBO, PEINAIOMiee BLIXOAHBbIE BEIMUMHBI
YYBCTBUTENLHOIO 3JIEMEHTAa WHEPIUATLHOH H3MEpPHTENHHON eUHUILI NpUMEHEHHEM 3aJJaHHBIX (pyHKUHHE OT
BpemeHn jyia yriaos Oiiiepa ¥ AjIst COCTaBISIOMER CKOPOCTH. PelneHnbie yrioBble CKOPOCTH M YAEHbHBIE CHUIIbI
TIONB30BaHbI B PONH BXONHBIX BEHYHH JUIA BCEX TpeX METONOB HMHTErpalid HaBMTalIAOHHEIX ypaBHEHHil. 37ech
TOXe TOKa3aHO, YTO OTHOUICHWE abCOMIOTHBIX OMMOOK KMHEMATHYECKUX BEJIMYWH, TONYYEHBIX HaBATAIMOHHBIM
anropuT™MoM H MeTonioM Pyrre-KyTTa co BEIGOPOM JHCKpPETHHIX JAaHHBIX H3MEPSAEMBIX CHTHANIOB, YMEHBIICHO Y
crcreM co "GebIM" OIyMOM B CPaBHEHWH C TaKOii ke BeIMINHOA HiealbHOM cHcTeMBI (6e3 myMa).

Kawouesvle cnoea: MeXaHHKa TOJE€Ta, HABHTAIWs, HABHTAOMOHHAsl CHCTEMa, HWHEPUMAIBHOE HaBEJlCHHE,
OIpefelieHre NOI0XKEHAS, IACICHHbIE MBITOAEI, MeTOR Pyrre-KyrTa.





